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A simple extension of the classic Görtler–Hämmerlin (1955) (GH) model, essential
for three-dimensional linear instability analysis, is presented. The extended Görtler–
Hämmerlin model classifies all three-dimensional disturbances in this flow by means
of symmetric and antisymmetric polynomials of the chordwise coordinate. It results in
one-dimensional linear eigenvalue problems, a temporal or spatial solution of which,
presented herein, is demonstrated to recover results otherwise only accessible to the
temporal or spatial partial-derivative eigenvalue problem (the former also solved here)
or to spatial direct numerical simulation (DNS). From a numerical point of view, the
significance of the extended GH model is that it delivers the three-dimensional linear
instability characteristics of this flow, discovered by solution of the partial-derivative
eigenvalue problem by Lin & Malik (1996a), at a negligible fraction of the computing
effort required by either of the aforementioned alternative numerical methodologies.
More significant, however, is the physical insight which the model offers into the
stability of this technologically interesting flow. On the one hand, the dependence of
three-dimensional linear disturbances on the chordwise spatial direction is unravelled
analytically. On the other hand, numerical results obtained demonstrate that all linear
three-dimensional instability modes possess the same (scaled) dependence on the wall-
normal coordinate, that of the well-known GH mode. The latter result may explain
why the three-dimensional linear modes have not been detected in past experiments;
criteria for experimental identification of three-dimensional disturbances are discussed.
Asymptotic analysis based on a multiple-scales method confirms the results of the
extended GH model and provides an alternative algorithm for the recovery of
three-dimensional linear instability characteristics, also based on solution of one-
dimensional eigenvalue problems. Finally, the polynomial structure of individual
three-dimensional extended GH eigenmodes is demonstrated using three-dimensional
DNS, performed here under linear conditions.
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1. Introduction

Steady laminar flow in the stagnation region of a swept cylindrical body is
typically modelled by the swept Hiemenz boundary layer (Rosenhead 1963). The
mathematically attractive feature of this flow, unlike that in the classic flat-plate
boundary layer, is that it represents an exact solution of the incompressible continuity
and Navier–Stokes equations. The limitations of this flow model are encountered
when compressibility or curvature are introduced. Within its realm of applicability,
justification for the use of the swept Hiemenz basic flow model in performing linear
and nonlinear stability analyses is provided by the agreement of this model with the
experimentally obtained steady laminar basic flow (Gaster 1967) and the consequent
agreement of the linear stability results pertinent to the swept Hiemenz flow with
those obtained in a series of experiments performed under conditions favouring
the growth of small-amplitude disturbances (Pfenninger & Bacon 1969; Poll 1979;
Hall, Malik & Poll 1984; Arnal, Coustols & Juillen 1984; Poll, Danks & Yardley
1996). The stability characteristics of the swept Hiemenz boundary layer flow have
also been recovered in the three-dimensional direct numerical simulation (DNS) of
Spalart (1988). One of the most significant results of the latter work has been the
demonstration that the most unstable (least stable) eigenmode emerging out of white-
noise initial disturbances is one which satisfies an assumption proposed by Görtler
(1955) and Hämmerlin (1955) (hereafter referred to as GH) according to which linear
instabilities in the attachment-line boundary layer inherit the symmetry of the basic
(unswept) Hiemenz flow, their chordwise velocity component being a linear function of
the chordwise coordinate x, while the wall-normal velocity component is independent
of x. This assumption has been extended by Hall et al. (1984) in the swept Hiemenz
flow, in which the GH Ansatz for the linear perturbations is retained and extended
to assume a spanwise disturbance velocity component which is independent of the
chordwise coordinate. Lack of capacity to solve the appropriate two-dimensional
eigenvalue problem numerically resulted in the GH Ansatz being considered, until
the simulation of Spalart, as an assumption of mathematical convenience, as its
authors also presented it.

While Dallmann (1980) recast the stability problem of flow in the stagnation
region of a swept cylindrical body into a system of separable equations in which
the GH structure is only one of those permissible, it was Hall et al. (1984) who
obtained the first numerical solutions to the temporal one-dimensional eigenvalue
problem resulting from linearization of the incompressible continuity and Navier–
Stokes equations upon substitution of the GH structure into the equations of motion
and obtained a Recrit ≈ 583.1; the corresponding spatial eigenvalue problem was
solved numerically by Theofilis (1995). The eigenvalue problem results turned out
to compare very well with experiment and two-dimensional DNS performed under
conditions favouring linear growth (Hall & Malik 1986; Jiménez et al. 1990; Theofilis
1998b). In the latter work a close comparison with more recent experimental results
(Poll et al. 1996) is also presented, which shows that the peak of the growing
eigenmode corresponds in terms of frequency to the GH mode. However the error
bar in the only experimentally available information besides neutral points, namely
the frequency of the linear disturbances, appeared to be large. An explanation of
the latter observation may be obtained by reference to the two-dimensional linear
stability eigenvalue problem solutions presented by Lin & Malik (1996a). The novelty
in the work of these authors is that they resolved a direction additional to the wall-
normal, namely that along the chord. Further, by analogy to plane Poiseuille flow,
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Lin & Malik (1996a) imposed boundary conditions of symmetry or antisymmetry
across the attachment line and discovered a sequence of eigenmodes, additionally
to the well-understood GH perturbation, all of which are less amplified (stronger
damped) than the GH mode, while their frequencies lie very close to that of the latter
disturbance. Lin & Malik (1996a) presented results without providing an explanation
as to why additional modes should exist; Joslin (1996b) on the other hand, in
his spatial DNS study of the spatial-theory analogues of the modes discovered by
Lin & Malik (1996a), mentions that asymptotic analysis revealed that such a sequence
of three-dimensional instability modes is present in the flow at hand; this analysis is
incorporated in the present work.

To date, there exist two most significant unresolved issues in the stability of the
swept attachment-line boundary layer, both of which appear to be beyond the reach
of one-dimensional linear or nonlinear analyses based on the classic GH structure.
Firstly, this flow is subcritically unstable, and secondly the relation of instability at the
attachment line to that downstream in the chordwise direction is not well understood.
The first problem is related to the existence of a critical Reynolds number, Re ≈ 245,
above which turbulent flow has been documented both in the experiments of Poll
(1979) and the DNS of Spalart (1988); this Reynolds number value appears to be
unrelated to that which linear analyses deliver, Re ≈ 583. The issue to be clarified
in the second problem is the mechanism which feeds the region downstream in the
chordwise direction with instability originating at the attachment line, and the precise
relation of this mechanism to crossflow instability.

Evidence exists that both problems are three-dimensional and nonlinear in nature.
With respect to the second question, Spalart (1989) has performed DNS in which
he obtained solutions off the attachment line which are strongly reminiscent of
crossflow vortices. Although crossflow vortices are related with the inviscidly unstable
inflectional profile of the basic state, the fact that Spalart used the swept Hiemenz flow
as a basic flow model suggests that the three-dimensional attachment-line boundary
layer has the potential to generate crossflow-like instability outside the stagnation
region. More recently, Bertolotti (2000) revisited this issue and showed that a class
of eigenmodes connected with crossflow instability exists and is distinct from that of
the polynomial modes which form the basis of the extended GH model (Theofilis
1997) elaborated upon herein; the eigenmodes discovered by Lin & Malik (1996a)
and analysed by Theofilis (1997) are the only three-dimensional instabilities relevant
to the attachment-line region.

On the other hand, regarding subcriticality, Hall & Malik (1986) have presented
analysis and two-dimensional computations which delivered a bracket of Reynolds
numbers Re ∈ [535, 583] where the flow could be subcritically destabilized. While
Joslin (1995) and Balakumar (1998) asserted that nonlinear subcritical two-
dimensional equilibria were found in the DNS of the former and the secondary
instability analysis of the latter investigator, the two-dimensional DNS of both
Jiménez et al. (1990) and Theofilis (1998b), in which the GH structure is assumed,
failed to find such solutions. In later works Joslin (1996a , 1997) suggested that on the
one hand the treatment of disturbance pressure in Jiménez’s code and on the other
hand too low amplitudes of disturbances introduced in the nonlinear simulations of
Theofilis (1998b) were responsible for this discrepancy.

Resolution of the issue of two-dimensional subcritical equilibria is of largely
academic interest on two counts. Firstly, Hall & Seddougui (1990) in the framework
of a high-Reynolds-number approximation have analytically demonstrated that
amplified three-dimensional instabilities may exist in this flow. While their analysis
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cannot be described exactly at finite Reynolds numbers, it further points to the
necessity to clarify the role of three-dimensionality in the swept attachment-line
boundary layer, including the potential of three-dimensionality to destroy subcritical
nonlinear two-dimensional equilibria; the GH structure appears to be too restrictive
for description of instability of the real flow. Secondly, two-dimensional nonlinear
equilibria were reported as ceasing to exist below Re ≈ 535 by Hall & Malik (1986)
and below Re ≈ 511 by Balakumar (1998), leaving a very large parameter range
Re ∈ [245, 511] (or Re ∈ [245, 535]) unexplained; a different physical mechanism
is required to fill either this gap or that with linear theory, Re ∈ [245, 583]. In
this respect, Joslin (1996a) postulated that interactions of multiple three-dimensional
modes may lead to what he called ‘bypass’ transition.

The preceding discussion highlights that in order for further advances to be made
in theory, new insight is necessary into, amongst other issues, the three-dimensional
nature of the linear perturbations in the swept attachment-line boundary layer. To
this end, Lin & Malik (1996a) have explicitly stated that the GH mode, with its
well-known linear dependence of the chordwise velocity component on the chordwise
coordinate and independence of wall-normal and spanwise velocity components from
that coordinate, is the only separable solution of the two-dimensional eigenvalue
problem. It follows that one needs to solve the temporal two-dimensional partial
derivative eigenvalue problem if information on the additional modes is required.
Furthermore, if the point of view is taken that spatial linear stability results are directly
amenable to comparisons with experiment, either the spatial two-dimensional linear
stability problem must be solved at a yet higher computational cost compared with
that of the already very demanding temporal two-dimensional eigenvalue problem
(Heeg & Geurts 1998) or spatial DNS must be performed in the linear regime, as
done by Joslin (1996b), at a level of computational effort which is comparable with
that of the spatial two-dimensional eigenvalue problem.

The present contribution shows that neither of the above approaches is necessary.
Initially, the paper proceeds along two main themes: the partial derivative eigenvalue
problem is solved using alternative numerical methods, more general boundary
conditions (although symmetry/antisymmetry is expected) and a wider integration
domain than that used by Lin & Malik (1996a); the results of these authors (and
only those) are recovered. Subsequently, the three-dimensional results of the partial-
derivative eigenvalue problem are analysed in the direction of flow acceleration
by proposing an extension of the GH model in three spatial dimensions. It is
demonstrated that the linear limit of the three-dimensional instability problem may
be studied by solution of two systems of ordinary differential equations for symmetric
and antisymmetric modes, respectively. Asymptotic analysis is next used in order
to provide a multiple-scales perspective of the extended GH model; this analysis
too provides an alternative algorithm for the determination of three-dimensional
instability characteristics of this flow from solution of one-dimensional eigenvalue
problems. The paper concludes by imposing the extended GH model eigenfunctions
as initial conditions (at linearly low level) in three-dimensional spatial (nonlinear)
DNS and monitoring the maintenance of the initial condition and the recovery of the
imposed eigenvalues as part of the unsteady DNS results.

In § 2 the basic flow model is introduced and the point at which the analysis
of the results of Lin & Malik (1996a) appeared to stagnate is discussed. In § 3 a
numerical solution of the two-dimensional eigenvalue problem is presented and the
spatial structure of the resulting eigenmodes, which gave rise to the introduction of
the extended GH model, is discussed. The extended GH model is presented in § 4,
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where all three-dimensional modes are classified into symmetric and antisymmetric
disturbances; the systems of equations that these modes should respectively satisfy
are presented. In § 5.1 the results of the extended GH model are compared to those
of the temporal two-dimensional eigenvalue problem, while in § 5.2 the extended GH
model is recast as a spatial linear stability eigenvalue problem, solved and its results
are compared to those of the spatial two-dimensional eigenvalue problem and the
spatial DNS of Joslin (1996b). The resolution of the apparent dispute on the form
of disturbance pressure, introduced earlier, is presented in § 5.3. Asymptotic analysis
results and their connection with the extended GH model are presented in § 6. The
DNS work is presented in § 7 and concluding remarks are furnished in § 8.

2. Linear instability in the attachment-line boundary layer in three spatial
dimensions

2.1. The basic flow model

We commence the presentation by a critical introduction of the basic flow model
utilized herein, which is taken to be the swept Hiemenz boundary layer. A priori
one may justify the choice of this basic flow model based on the physically plausible
assumptions used in its derivation; it models steady stagnation line flow in which
the velocity components are independent of the homogeneous direction along the
attachment line, z, which is assumed to be infinite, while all three basic flow velocity
components are taken to depend on the wall-normal direction y. Moreover, the
chordwise velocity component U is taken to be linearly dependent on the chordwise
coordinate x, while the wall-normal velocity component V and the velocity component
W along the attachment line are taken to be independent of x (Rosenhead 1963). In the
absence of a geometrical length scale in the flow acceleration direction, the properties
of the velocity vector in the free stream are utilized. A length scale ∆ =

√
ν/S is

constructed with the aid of the strain rate of the flow S = (dUe/dx)x=0, ν being
the kinematic viscosity of the fluid and Ue the chordwise component of velocity in
the free stream. A Reynolds number Re = We∆/ν, customarily denoted by R, is
then formed with the aid of the spanwise velocity component of the flow in the free
stream, We. The degree of sweep compared with the oncoming flow direction is thus
incorporated in the Reynolds number such that Re = 0 corresponds to stagnation-
point flow, satisfying the classic unswept Hiemenz (1911) flow model. A system of
ordinary differential equations for the determination of the swept Hiemenz basic-flow
velocity components

U (x, y) =
x

Re
u(y), V (y) =

1

Re
v(y), W (y) = w(y), (2.1)

is thus obtained,

u + v′ = 0, (2.2)

v′′′ + (v′)2 − vv′′ − 1 = 0, (2.3)

w′′ − vw′ = 0, (2.4)

subject to the boundary conditions

v(0) = κ, v′(0) = 0, v′(∞) = −1, w(0) = 0, w(∞) = 1, (2.5)

κ being a non-dimensional parameter controlling suction at the wall. Aside from its
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mathematically attractive feature that it represents an exact solution of the steady
incompressible Navier–Stokes equations, unlike the classic Blasius boundary layer,
the swept Hiemenz boundary layer has been conclusively demonstrated to model well
the basic flow in the physical problem at hand, at least as far back as the series of the
experiments of Gaster (1967) and Poll (1979). Its limitations are encountered when
curvature or compressibility are introduced into the physical problem. In both latter
cases one has to rely on either matched asymptotic expansion solutions (Van Dyke
1975; Lin & Malik 1996b) or computation.

An essential element of reliable stability analyses is the provision of accurate
basic flow results. Here we solve for the swept Hiemenz basic flow numerically
using Chebyshev spectral collocation. The y-momentum equation is of the Falkner–
Skan class, a problem which may be solved efficiently by Newton–Kantorowitz
iteration (Boyd 1989). Spectral integration subsequently delivers the spanwise velocity
component. The results are thus obtained on the same grid on which the stability
analysis is performed and interpolation errors introduced from transferring data
between grids are eliminated.

2.2. Three-dimensional linear instability

The introduction of the element of infinite span in the modelling of the physical
problem permits considering the flow as homogeneous in this direction. Consequently
an eigenmode ansatz may be introduced in z; given in addition that the temporal
and spatial operators in the equations of motion are separable, disturbance quantities
may be represented by

q(x, y, z, t) = Re{ Qp(x, y) exp[i(βz − Ωt)]}, (2.6)

where Qp(x, y) = (û, v̂, ŵ, p̂)T are complex two-dimensional amplitude functions of
three-dimensional linear disturbances that are periodic in z. The dimensionality of
the basic state has given rise to an instability analysis which is based on solution of a
two-dimensional eigenvalue problem to be called BiGlobal instability analysis here, in
order to differentiate it from other types of global analyses concerned with absolute
instability of weakly non-parallel basic flows (Theofilis 2003). Unless otherwise stated
in this paper the temporal concept has been utilized for linear instability, with β a
real wavenumber and Ω a complex eigenvalue. Physical significance is attached to
cr = Re{Ω}/β and ci = Im{Ω}/β , respectively denoting phase velocity and growth
rate of the eigenmode.† From this point further discussion follows two distinct paths.

First, no further assumptions are made and the two-dimensional eigenvalue problem
which results from substitution of (2.6) into the incompressible continuity and
Navier–Stokes equations and linearization about the swept Hiemenz flow is solved
numerically. This is the approach also followed by Lin & Malik (1996a) who obtained
BiGlobal eigenvalue problem results pertinent to boundary conditions of symmetry
or antisymmetry. Here we have relaxed these conditions in order to introduce the
possibility of additional solutions potentially existing in the problem appearing. In a
brief statement attempting to analyse their results Lin & Malik (1996a) asserted that

† The term ‘wave’ is avoided here since it stems from the form that infinitesimal disturbances
assume when two out of three spatial directions are treated as homogeneous, e.g. in an infinite
channel or the flat-plate boundary layer.
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only the Görtler–Hämmerlin mode† represents a truly separable solution that may
be addressed by solution of the one-dimensional eigenvalue problem. Indeed, if one
makes the assumption (Lin & Malik 1996a)

Qp(x, y) = (xmũ, xm−1ṽ, xm−1w̃)T (2.7)

then only the GH mode is a separable solution of the disturbance equations. The
reason is that, in conjunction with the swept Hiemenz basic flow, a factor xm remains
in all but the streamwise viscous diffusion term in the streamwise momentum equation.
In order for the system to be balanced at O(xm) linear dependence of u(x, y) on û must
be considered. From this discussion it followed that the partial derivative eigenvalue
problem has to be solved for all eigenmodes additional to the GH.

As a second main theme of the present paper we introduce an analytical extension
of the GH model in three spatial dimensions. The extended GH model proposed
is based on the distinction between symmetric and antisymmetric modes, of which
the mode discovered by Hall et al. (1984) in a temporal linear framework and fully
confirmed by the DNS of Spalart (1988) and the spatial linear stability analysis of
Theofilis (1995) is the first member. All additional two-dimensional modes discovered
by Lin & Malik (1996a) are recovered by the model proposed by solutions of
one-dimensional linear eigenvalue problems. We present numerical solutions of the
partial-derivative eigenvalue problem first and proceed to discuss the extended GH
model thereafter.

3. BiGlobal instability analysis; the partial-derivative linear eigenvalue problem
For completeness the equations governing the two-dimensional eigenvalue problem

solved are presented. A solution Q(x, y, z, t) to the equations of motion is decomposed
into

Q(x, y, z, t) = Qb(x, y) + εRe{ Qp(x, y) exp [i(βz − Ωt)]}, (3.1)

with Qb = (U, V , W, P )T indicating basic-flow velocity and pressure components. The
decomposition is substituted into the incompressible continuity and Navier–Stokes
equations. Linearization about the basic flow Qb follows, based on the argument of
smallness of the perturbation quantities. The basic-flow terms, themselves satisfying
the equations of motion, are subtracted out. The following system of equations for
the determination of Qp results:

Dxû + Dy v̂ + iβŵ = 0, (3.2)[
N − (DxU )

]
û − (DyU )v̂ − Dxp̂ = −iΩû, (3.3)

−(DxV )û +
[
N − (DyV )

]
v̂ − Dyp̂ = −iΩv̂, (3.4)

−(DxW )û − (DyW )v̂ + Nŵ − iβp̂ = −iΩŵ, (3.5)

where N = (1/Re)(D2
x + D2

y − β2) − UDx − V Dy − iβW , Dx = ∂/∂x, and Dy = ∂/∂y.
The system is discretized in both the x- and y-directions, resulting in the matrix
eigenvalue problem

AX = ΩBX. (3.6)

† Lin & Malik (1996a) termed this mode ‘HMP’, after the authors who presented the first
numerical solution of the corresponding one-dimensional eigenvalue problem; throughout we call
the mode after the authors whose original ansatz was extended and utilized, GH for brevity.
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The system (3.2)–(3.5) is the most general system of equations which three-
dimensional, homogeneous in z, linear perturbations to the Navier–Stokes equations
must satisfy. In classical boundary-layer stability theory the velocity component V

in the y-direction is neglected and the problem is considered independent of the x-
direction. An eigenmode ansatz is introduced to decompose flow quantities in Fourier
modes in this spatial direction too, in a manner analogous to that introduced above
for the z-direction. The system of equations resulting from these two assumptions
which constitute what has come to be known as the ‘parallel-flow approximation’, may
be combined into the well-known Orr–Sommerfeld equation which has been used for
exhaustive stability investigations of a variety of incompressible flows (Drazin & Reid
1981). The strong dependence of the basic flow on x in the problem at hand does not
permit introduction of eigenmodes in x, in general. However, in the framework of
the swept Hiemenz model the basic-flow velocity vector satisfies (2.1), resulting in the
elimination of the x-derivatives of the spanwise and normal basic-flow components
from (3.2)–(3.5). The interesting feature of the resulting stability problem is that if
a structure analogous to (2.1) is considered for the disturbance velocity components,
a one-dimensional eigenvalue problem is obtained. This observation, introduced by
Görtler (1955) and Hämmerlin (1955) for reasons of mathematical convenience, was
analysed by Hall et al. (1984) and utilized in their numerical solution of the eigenvalue
problem which provided the first linear results which demonstrated close agreement
with experiment.

We solve (3.2)–(3.5) presently without resort to the GH assumption but, rather,
by resolving the chordwise and the wall-normal directions simultaneously. No-slip
boundary conditions at the wall and y → ∞, an accurate and validated extrapolation
scheme at |x| → ∞ (Theofilis, Hein & Dallmann 2000) and pressure compatibility
conditions complete the solution algorithm. Details on the numerical approach are
presented elsewhere (Theofilis 1997, 2003); here we focus on the essential and fairly
novel elements of our algorithm for the solution of the two-dimensional eigenvalue
problem.

3.1. Numerical methods

As has also been mentioned by Lin & Malik (1996a), obtaining solutions to the
partial derivative eigenvalue problem is not trivial; thus the numerical methods
utilized to recover the results presented deserve some discussion. The wall-normal
direction is discretized using the same algorithm as that utilized for the solution of
the basic flow problem, which is based on Chebyshev collocation. In the chordwise
direction Jacobi collocation (of which the Chebyshev and Legendre polynomials are
two members) is utilized, based on either the Gauss–Lobatto points or equidistant
grids. By keeping the numerical method as close as possible to that of Lin &
Malik optimal conditions for comparisons are obtained while, at the same time, the
availability of alternative algorithms provides the possibility to cross-validate results.
It should be further noted that in order not to confine solutions to symmetric or
antisymmetric disturbances we do not use collocation derivative matrices appropriate
for such functions. Consequently we need twice as many collocation points as Lin &
Malik (1996a) in order to achieve results of comparable accuracy.

The main challenge encountered in two-dimensional linear stability solutions is
that the size of the discretized eigenvalue problem (3.6) is such that current computer
hardware technology is taken to its limits. Resolution of each spatial direction by
typically upwards of 32 points results in a size of matrices A and B of the order
of several hundreds of megabytes to gigabytes, when using the primitive-variables
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formulation. Moreover, if one utilizes a direct algorithm to recover the eigenspectrum,
as done by Lin & Malik (1996a), the runtime involved scales with the cube of
the leading dimension of the discretized matrix and is of the order of CPU hours
on a modern supercomputer. While the element of the size is introduced by the
discretization, one may improve upon the speed of the computation. In our solution
approach we use either the QZ algorithm or Arnoldi iteration (Saad 1980; Ehrenstein
1996) to recover the least stable part of the eigenspectrum of (3.6). The latter method
proceeds by iteratively building a Krylov subspace of orthogonal vectors and an
associated Hessenberg matrix. The eigenvalues of this matrix are an increasingly
good approximation of those of the original problem as the dimension of the Krylov
subspace increases. The efficiency of the Arnoldi iteration is obtained by the fact that
the size of the Hessenberg matrix which delivers accurate eigenvalues of the original
problem is a small fraction of the size of A and B. Order-of-magnitude improvement
may thus be obtained in terms of runtime compared with the QZ algorithm.

An additional benefit of using Krylov subspace iteration is offered by the possibility
to solve the shifted-and-inverted problem

ÂX = µX, Â = (A − σB)−1B, µ =
1

Ω − σ
, (3.7)

instead of (3.6). Here σ represents an estimate of a desired eigenvalue, the
neighbourhood of which is resolved by the Arnoldi iteration. Taking advantage

of the sparsity of B, only matrix Â need be stored. By contrast, if the QZ algorithm is
used, both matrices of the original problem and two additional matrices of equal size,
containing the eigenvectors, are required. The ability to store one rather than four
matrices of large size results in the possibility of solving substantially larger (in terms
of resolution) problems when using the Arnoldi iteration than would be possible by
the straightforward QZ algorithm. With all considerations taken into account, the
highest resolution results presented represent the limit of our computing facilities, a
fact which further underlines the significance of the analysis based on the extended
GH model presented in § 4.

3.2. BiGlobal linear stability results

We focus on the only temporal results available for quantitative comparisons,
presented by Lin & Malik (1996a), at Re = 800, β = 0.255. In taking our calculations
as far as possible in the chordwise direction we obtain solutions in x ∈ [−150, 150] ×
y ∈ [0, 100] in non-dimensional units. Such a domain is approximately equal in the
wall-normal and three times as large in the chordwise directions compared with that
of Lin & Malik (1996a). Our grid sequencing for the eigenvalues of the first four
(and as results show the only) unstable modes at the parameters chosen is presented
in table 1.

It may be seen that the two-dimensional (in x and y) analogue of the Görtler–
Hämmerlin (GH) mode, which is solved for in y and prescribed in x in the framework
of the linear theory of Hall et al. (1984), is present as a result of the partial-derivative
eigenvalue problem. Moreover, the chordwise resolution does not affect the accuracy
with which this mode is captured. On the other hand, turning to the less amplified
linear modes, A1, S2 and A2, in the nomenclature of Lin & Malik (1996a), and in
full agreement with the results of these authors, we find an influence of the chordwise
resolution on the accuracy of the modes obtained. Interestingly, the mode requiring
the least number of nodes to resolve is mode A1, while a progressively larger number



280 V. Theofilis, A. Fedorov, D. Obrist and U. Ch. Dallmann

Resolution GH (S1) A1

8 × 48 0.35840980 0.00585327 0.35788801 0.00407816
16 × 48 0.35840980 0.00585327 0.35791950 0.00409899
24 × 48 0.35840980 0.00585327 0.35791952 0.00409918
32 × 48 0.35840980 0.00585327 0.35791953 0.00409872

LM 0.35840982 0.00585325 0.35791970 0.00409887

S2 A2

8 × 48 0.35767778 0.00267928 0.35757403 0.00141244
16 × 48 0.35743957 0.00233906 0.35699469 0.00054502
24 × 48 0.35743454 0.00234015 0.35696398 0.00057615
32 × 48 0.35743981 0.00234523 0.35694358 0.00058446

LM 0.35743540 0.00234300 0.35695687 0.00058571

Table 1. Grid refinement history in the numerical solution of the two-dimensional eigenvalue
problem at κ = 0, Re = 800, β = 0.255. Also presented, denoted by ‘LM’, are the results of
Lin & Malik (1996a).

of collocation points is required to resolve modes S2 and A2. This observation will
be clarified in the context of the analysis of the linear stability results which follows
in § 4.

The agreement of the results presented herein with those of Lin & Malik (1996a)
ranges from excellent for the GH mode to very good for mode A2, the least significant
from a stability analysis point of view. In all cases the discrepancies are confined in
the sixth, or higher, decimal place, translating to a relative discrepancy of frequencies
and growth rates of O(0.01–0.1%). Factors such as the Krylov subspace dimension
or the linear extrapolation boundary condition at the location where the domain was
truncated at large chordwise distances from the attachment line may be considered
responsible for the residual discrepancy. In what follows it is demonstrated that, using
the same number of points to resolve the x-direction, convergence is reached faster
in the results of Lin & Malik (1996a) compared with our results presented in table 1.
This is to be expected for two reasons: firstly we resolve a much larger domain than
these authors do and secondly, we do not impose any symmetries on the solutions
expected. When we confine our attention to the domain used by Lin & Malik (1996a)
and utilize collocation derivative matrices appropriate for symmetric/antisymmetric
modes the agreement improves significantly. However, rather than imposing symmetry
for the sake of optimal comparison, we prefer to present the results of table 1, which
demonstrate that the imposition of symmetries in the problem at hand, as done by
Lin & Malik (1996a), delivers identical results with those obtained without symmetries
imposed in the solutions sought.

Another interesting observation concerns the frequencies of the modes which exist
additionally to the GH mode in a three-dimensional attachment-line boundary layer.
In the comparisons between theory and experiment presented by Theofilis (1998a) it
was puzzling that a rather large error bar existed in the experimental results for the
frequency (the only available result) of unstable eigenmodes. While it is certainly not
trivial to perform high-Reynolds-number experiments in the swept attachment-line
boundary layer, the support of the frequency functions shown in the experiments of
Poll et al. (1996) is rather large and different from the substantially cleaner spectra
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obtained, e.g. in the Blasius boundary layer. The closeness of the frequencies of modes
A1, S2, . . . with that of what was thought to be a pure GH growing disturbance, may
provide an explanation for this observation. In the three-dimensional environment in
which the experiments are performed, the additional modes will always be present
alongside the GH mode at frequencies very close to that of the latter mode. The
experimental information that may separate the least-stable GH mode from the rest
is on the growth rate, which no experiment to date has provided.

3.3. The spatial structure of the two-dimensional eigenfunctions

In presenting their BiGlobal linear stability results, Lin & Malik (1996a) confined
themselves to asserting that the spanwise and wall-normal velocity components of
the GH mode show absolutely no variation in the chordwise direction, while the
chordwise velocity component of this mode and all disturbance eigenfunctions of the
new modes discovered grow in x. Although this assertion is demonstrated in their
normalized one-dimensional eigenfunctions, and is fully verified in our results, it is
impossible to quantify the growth of the eigenmodes in x from the results that Lin &
Malik (1996a) presented.

While the introduction of an additional spatial dimension complicates graphical
presentation of results, the essential features of the spatial structure of the eigen-
functions may be visualized by a perspective view of the results, such as that
presented in figures 1–3. In part (a) of all three figures the real parts of the two-
dimensional disturbance velocity components are presented, normalized by their
respective maxima. In parts (b) and (c) of the figures we present the dependence of
the disturbance eigenfunctions on the chordwise coordinate at two y locations, (b)
one very close to the wall y1 ≈ 0.04 and (c) one further out inside the boundary layer,
y2 ≈ 2. Approximately half of the collocation nodes are within y < y2 in the wall-
normal direction. In parts (b) and (c) of the figures both the real and the imaginary
parts of the disturbance eigenfunctions are presented. A number of observations on
these figures deserve thorough discussion.

In figure 1 one may find proof that the assumption made by Görtler and Hämmerlin
for mathematical convenience is one which corresponds to the physics of the three-
dimensional attachment-line boundary layer. The dependence of û(x, y) on x is clearly
linear, while ∂v̂(x, y)/∂x = ∂ŵ(x, y)/∂x = 0. This three-dimensional analogue of the
GH mode possesses the highest growth rate or lowest damping rate at all Reynolds
numbers, a fact which is in line with one of the most significant results of the
spatial direct numerical simulation of Spalart (1988), namely that in three-dimensional
attachment-line boundary layer flow an instability mode possessing the symmetry
imposed by the GH ansatz is that which grows fastest in a linear framework. Further
evidence that the GH mode is indeed the most significant from a linear stability
analysis point of view may be found in the comparisons of Theofilis (1998b) between
on the one hand results of one-dimensional eigenvalue problems and two-dimensional
temporal DNS in which the GH assumption is incorporated, and experimental results
(Poll et al. 1996) on the other. The results of the two-dimensional eigenvalue problem,
though, in which the x-direction is fully resolved and no symmetry of the mode
is expected or imposed, constitute a firm demonstration of the validity of the GH
assumption.

Inspection of the results of modes A1 and S2, the next in significance, from a
stability analysis point of view, delivers essential new information which is absent
from the work of Lin & Malik (1996a) and is intimately related with the theoretical
model discussed in the next section. In figure 2 the spatial structure of the velocity
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Figure 1. (a) Perspective view of the real parts of the disturbance eigenfunctions of the
Görtler–Hämmerlin (GH/S1) linear eigenmode, as obtained by numerical solution of the
partial derivative eigenvalue problem (3.2)–(3.5). (b, c) The dependence of the disturbance
eigenfunctions q̂ on x at y1 ≈ 0.04 (b) and y2 ≈ 2 (c); solid Re{q̂}, dashed Im{q̂}.

disturbances of mode A1 is presented. In figure 2(a), one may obtain the analogues
of the one-dimensional plots presented by Lin & Malik (1996a) by monitoring the
y dependence of the eigenfunctions at constant x. Most significantly, however, it
is conceivable that the far-field (in x) dependence of û(x, y) on x at constant y

is quadratic, albeit at clearly different values of the parameters pertinent to the
parabolas at each y location. Analogously, the dependence of v̂(x, y), ŵ(x, y) and
p̂(x, y) on x at constant y is linear, again slopes being a function of y. This structure
is clearer in figure 2(b, c). A qualitatively analogous observation is made in the results
for mode S2, presented in figure 3. Here û(x, y) appears to be a cubic function of x,
with coefficients functions of y, while v̂(x, y), ŵ(x, y) and p̂(x, y) appear to depend
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Figure 2. (a) Perspective view of the real parts of the disturbance eigenfunctions of the linear
eigenmode A1, as obtained by numerical solution of the partial derivative eigenvalue problem
(3.2)–(3.5). (b, c) The dependence of the disturbance eigenfunctions q̂ on x at y1 ≈ 0.04
(b) and y2 ≈ 2 (c); solid Re{q̂}, dashed Im{q̂}.

quadratically on x at a fixed y location. Higher modes are not presented, since they
have been found to follow an analogous pattern, namely eigenfunctions for û appear
as powers of x one higher than those on which v̂, ŵ and p̂ seemingly depend.

At this point the structure (2.7) may be introduced and fail on the grounds discussed.
In the next section we present the extended GH model which successfully unravels
the x-dependence of the eigenfunctions and delivers their eigenvalues by solving one-
dimensional eigenvalue problems. Note that the increasingly steeper dependence of
the two-dimensional eigenfunctions on x as |x| → ∞ may well be connected with the
convergence difficulties for the higher modes at low chordwise resolution, discussed
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Figure 3. (a) Perspective view of the real parts of the disturbance eigenfunctions of the linear
eigenmode S2, as obtained by numerical solution of the partial derivative eigenvalue problem
(3.2)–(3.5). (b, c) The dependence of the disturbance eigenfunctions q̂ on x at y1 ≈ 0.04
(b) and y2 ≈ 2 (c); solid Re{q̂}, dashed Im{q̂}.

in the previous section, if no prior knowledge of the behaviour of the eigenfunctions
in the chordwise direction is incorporated in the solution algorithm.

4. Extension of the Görtler–Hämmerlin model to three dimensions
The deficiency of the simple model (2.7) may be remedied in a straightforward

manner by extending the Görtler–Hämmerlin (1955) ansatz to a model which classifies
all linear three-dimensional disturbances in the incompressible swept attachment-line
boundary layer into two classes:
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symmetric modes, (û, v̂, ŵ)T, satisfying

û(x, y) =
M∑

m=1

x2m−1ũ2m−1(y),

v̂(x, y) =
M∑

m=1

x2m−2ṽ2m−2(y),

ŵ(x, y) =
M∑

m=1

x2m−2w̃2m−2(y),




(4.1)

and antisymmetric modes, (û, v̂, ŵ)T, which satisfy

û(x, y) =
M∑

m=0

x2mũ2m(y),

v̂(x, y) =
M∑

m=1

x2m−1ṽ2m−1(y),

ŵ(x, y) =
M∑

m=1

x2m−1w̃2m−1(y).




(4.2)

After truncation at some M � 1, substitution into the incompressible continuity
and Navier–Stokes equations and linearization, one may solve the resulting system
directly or address the eigenvalue problem defined by the highest-order terms retained
in the expansion independently from those pertaining to lower powers of x.

4.1. Derivation of the systems governing three-dimensional linear instability

4.1.1. Symmetric modes

For symmetric modes the structure

u =
x

Re
u + ε û(x, y) ei(βz−Ωt), (4.3)

v =
1

Re
v + ε v̂(x, y) ei(βz−Ωt), (4.4)

w = w + ε ŵ(x, y) ei(βz−Ωt), (4.5)

with (û, v̂, ŵ)T satisfying (4.1) and ε � 1 is substituted into the incompressible
continuity and Navier–Stokes equations. Linearization based on the smallness of ε

follows; in order for the resulting systems to be closed at O(ε) and a given power of
xm, the disturbance pressure must satisfy constraints discussed in what follows. The
situation is illustrated by reference to the systems pertinent to M = 1, 2 and 3; these
are

System S1:

ũ1 + ṽ′
0 + iβw̃0 = 0, (4.6)

{L − 2u}ũ1 − u′ṽ0 + 6ũ3 − Rep̃2 = −iΩReũ1, (4.7)

{L − v′}ṽ0 − Rep̃′
0 + 2ṽ2 = −iΩReṽ0, (4.8)

−Rew′ṽ0 + Lw̃0 − iβRep̃0 + 2w̃2 = −iΩRew̃0; (4.9)

System S2:

3ũ3 + ṽ′
2 + iβw̃2 = 0, (4.10)

{L − 4u}ũ3 − u′ṽ2 + 20ũ5 − Rep̃4 = −iΩReũ3, (4.11)
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{L − v′ − 2u}ṽ2 − 1
2
Rep̃′

2 + 12ṽ4 = −iΩReṽ2, (4.12)

−Rew′ṽ2 + {L − 2u}w̃2 − 1
2
Reiβp̃2 + 12w̃4 = −iΩRew̃2; (4.13)

System S3:

5ũ5 + ṽ′
4 + iβw̃4 = 0, (4.14)

{L − 6u}ũ5 − u′ṽ4 = −iΩReũ5, (4.15)

{L − v′ − 4u}ṽ4 − 1
4
Rep̃′

4 = −iΩReṽ4, (4.16)

−Rew′ṽ4 + {L − 4u}w̃4 − 1
4
Reiβp̃4 = −iΩRew̃4; (4.17)

where

L = D2 − vD − β2 − iβRew, (4.18)

D ≡ d/dy, and D2 ≡ d2/dy2. At M = 1 the system pertinent to the GH ansatz
(Hall et al. 1984) is recovered. If M = 2, on the other hand, two effects come into
play. First, the velocity components (ũ3, ṽ2, w̃2)

T modify the original system. Most
significantly, ũ3 accounts for the inability of the simple model (2.7) proposed by Lin &
Malik (1996a) to close the system at O(x). Second, on account of the x-momentum
equation, the disturbance pressure may take the form

p̂ = [p̃0 + 1
2
x2p̃2 + 1

4
x4p̃4] ei(βz−Ωt), (4.19)

so that both linear and cubic terms in x are balanced. However, on account of the
y-momentum equation, the quartic pressure term must either vanish or be absorbed
into the terms of lower-order in x, in order for the equations to be balanced at O(x0)
and O(x2). Specifically,

1
4
x4p̃′

4 =




F (y)x2

G(y)
0.

Either of the first two possibilities may be absorbed into the structure

p̂ =
[
p̃0 + 1

2
x2p̃2

]
ei(βz−Ωt) (4.20)

by suitable redefinition of p̃0 and p̃2; equation (4.20) is therefore used for the pressure
perturbation at M = 2. The argument is carried forward to all higher values of M .
This results in an eigenvalue problem for the highest-order terms retained in the
expansion which may be solved independently of those pertaining to lower expansion
coefficients. The pattern emerging at the highest power of x and a given truncation
M is

(2M − 1)û2M−1 + v̂′
2M−2 + iβŵ2M−2 = 0, (4.21)

{L − 2Mu}û2M−1 − u′v̂2M−2 = −iΩReû2M−1, (4.22)

{L − v′ − (2M − 2)u}v̂2M−2 − 1

2M − 2
Rep̂′

2M−2 = −iΩRev̂2M−2, (4.23)

−Rew′v̂2M−2 + {L − (2M − 2)u}ŵ2M−2 − 1

2M − 2
iβRep̂2M−2 = −iΩReŵ2M−2. (4.24)

The factor unity replaces 1/(2M − 2) in multiplying the disturbance pressure at
M = 1. Solution of (4.21)–(4.24) delivers a single most-unstable or least-damped
eigenmode. We identify this mode by the value of M at which truncation is performed,
S1 for the GH mode, S2 for the mode pertinent to M = 2 and so on.
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4.1.2. Antisymmetric modes

In an analogous manner, the structure (4.3)–(4.5) is substituted into the incom-
pressible continuity and Navier–Stokes equations with (û, v̂, ŵ)T taken to satisfy
(4.2). Again ε is taken to be small for linearization to be permissible and, following
an analogous reasoning to that for symmetric disturbances, antisymmetric pressure
eigenmodes are taken to assume the form

p̂ =
[
xp̃1 + 1

3
x3p̃3

]
ei(βz−Ωt) (4.25)

such that, for example, at M = 2 one obtains

Equation A0:

{L − u}ũ0 + 2ũ2 − Rep̃1 = −iΩReũ0; (4.26)

System A1:

2ũ2 + ṽ′
1 + iβw̃1 = 0, (4.27)

{L − 3u}ũ2 − u′ṽ1 + 12ũ4 − Rep̃3 = −iΩReũ2, (4.28)

{L − u − v′}ṽ1 − Rep̃′
1 + 6ṽ3 = −iΩReṽ1, (4.29)

−Rew′ṽ1 + {L − u}w̃1 − iβRep̃1 + 6w̃3 = −iΩRew̃1; (4.30)

System A2:

4ũ4 + ṽ′
3 + iβw̃3 = 0, (4.31)

{L − 5u}ũ4 − u′ṽ3 = −iΩReũ4, (4.32)

{L − 3u − v′}ṽ3 − 1
3
Rep̃′

3 = −iΩReṽ3, (4.33)

−Rew′ṽ3 + {L − 3u}w̃3 − 1
3
iβRep̃3 = −iΩRew̃3; (4.34)

leading, at a given truncation parameter M and highest-order, to the system

2Mû2M + v̂′
2M−1 + iβŵ2M−1 = 0, (4.35)

{L − (2M + 1)u}û2M − u′v̂2M−1 = −iΩReû2M, (4.36)

{L − v′ − (2M − 1)u}v̂2M−1 − 1

2M − 1
Rep̂′

2M−1 = −iΩRev̂2M−1, (4.37)

−Rew′v̂2M−1 + {L − (2M − 1)u}ŵ2M−1 − 1

2M − 1
iβRep̂2M−1 = −iΩReŵ2M−1. (4.38)

In either case of system (4.21)–(4.24) or (4.35)–(4.38) boundary conditions are imposed
on disturbance velocity components alone, viscous boundary conditions at the wall,
homogeneous Dirichlet conditions in the far field and vanishing of the first derivative
of the wall-normal disturbance velocity components at both ends of the respective
integration domains.

4.2. Extension of the Görtler–Hämmerlin (1955) model to
three-dimensional disturbances

Any of the four disturbance eigenfunctions appearing in the systems (4.21)–(4.24) and
(4.35)–(4.38) may be eliminated in order to arrive at a more compact form of the
systems governing symmetric and antisymmetric disturbances, S and A, respectively.
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Defining the linear operator

M = D4 − vD3 − [2(M − 1)u + v′ + iβRew + 2β2]D2 + [u′ + β2v]D

+ 2(M − 1)β2u + β2v′ + β4 + iβ3Rew + iβRew′′, (4.39)

the systems which the symmetric, ũ2m−1, ṽ2m−2, and antisymmetric ũ2m, ṽ2m−1, eigen-
functions must satisfy are, respectively,

System S

{L − 2Mu + iβReΩ}ũ2M−1 − u′ṽ2M−2 = 0, (4.40)

2(2M − 1)[uD + (Du)]ũ2M−1

+ {M + (2M − 1)u′′ + iβReΩ[D2 − β2]}ṽ2M−2 = 0; (4.41)

System A

{L − (2M + 1)u + iβReΩũ2M}ũ2M − u′ṽ2M−1 = 0, (4.42)

4M{uD + (Du)}ũ2M + {M + 2Mu′′ + iβReΩ[D2 − β2]}ṽ2M−1 = 0. (4.43)

Both systems S and A may be collocated as either a temporal or a spatial eigenvalue
problem and solved directly. While for most of the next section we follow the temporal
concept, we close the presentation of the extended GH model by presenting spatial
linear stability results pertinent to (4.40)–(4.41) and (4.42)–(4.43). First, though, the
relationship of the one-dimensional extended GH model to the two-dimensional
eigenvalue problem in which no assumptions on the chordwise dependence of the
disturbance eigenfunctions are made is highlighted.

5. Results of the extended Görtler–Hämmerlin model
In view of the negligible cost of solving one-dimensional eigenvalue problems on

present-day hardware, we have pursued three distinct paths in order to obtain the
results to be presented below. First, all eigenvalues of systems (4.6)–(4.17) and (4.26)–
(4.34) were obtained by collocating and solving them directly using the QZ algorithm.
Second, results delivered by the decoupled systems at the highest retained power of
x, (4.21)–(4.24) and (4.35)–(4.38), were monitored. Third, the eigenvalue problems
(4.40)–(4.41) and (4.42)–(4.43) were solved. Finally, this series of solutions, obtained
using Cray single-precision arithmetic was repeated on a workstation using IEEE
double-precision arithmetic. In all cases identical eigenvalue problem results for the
respective systems were obtained.

5.1. Temporal linear instability in three dimensions, on the basis of the extended
Görtler–Hämmerlin model

Temporal eigenvalue results are obtained numerically by Chebyshev collocation of
systems S and A. We monitor one Reynolds number value, Re = 800, and two
spanwise wavenumbers, β = 0.255 and 0.3384631, respectively corresponding to the
zero-suction cases presented by Lin & Malik (1996a) and Hall et al. (1984). We
refrain from discussion of the numerics for the one-dimensional eigenvalue problem
and refer the interested reader to Theofilis (1998a) for details. Results for the phase
velocity cr = Re{Ω}/β and growth rate ci = Im{Ω}/β of the first four modes ordered
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GH (S1) A1

(a) Resolution cr ci(×102) cr ci(×102)

32 0.35877449 0.58317778 0.35782552 0.40467537
48 0.35840978 0.58533042 0.35791968 0.40989128
64 0.35840979 0.58532945 0.35791968 0.40989108
80 0.35840979 0.58532945 0.35791968 0.40989108
LM 0.35840982 0.58532472 0.35791970 0.40988667

S2 A2

cr ci(×102) cr ci(×102)

32 0.35777486 0.23178935 0.35687012 0.05375875
48 0.35743537 0.23430507 0.35695685 0.05857525
64 0.35743538 0.23430417 0.35695685 0.05857507
80 0.35743538 0.23430417 0.35695685 0.05857507
LM 0.35743540 0.23430006 0.35695678 0.05857127

GH (S1) A1

(b) Resolution cr ci(×102) cr ci(×102)

32 0.37535081 0.00008510 0.37498493 −0.11889215
48 0.37551359 0.00000005 0.37514270 −0.12683019
64 0.37551363 0.00000008 0.37514273 −0.12682731
80 0.37551359 0.00000005 0.37514273 −0.12682730

S2 A2

cr ci(×102) cr ci(×102)

32 0.37462223 −0.24642964 0.37426270 −0.37410119
48 0.37477521 −0.25384252 0.37441110 −0.38102744
64 0.37477524 −0.25384000 0.37441113 −0.38102525
80 0.37477524 −0.25384000 0.37441113 −0.38102525

Table 2. Grid refinement history for the numerical solution of the one-dimensional extended
GH model eigenvalue problems GH (S1), A1, S2 and A2 at Re = 800 and β = 0.255 (a) and
0.3384631 (b). Also presented, denoted by LM, are the two-dimensional eigenvalue problem
results of Lin & Malik (1996a).

according to their physical significance, by reference to the growth rates, are presented
in a grid sequencing form in table 2. For all modes presented, convergence of our
results is demonstrated. Comparison with the results of Lin & Malik (1996a) shows
agreement up to the seventh to eighth decimal place. Discrepancies beyond this digit
may be attributed to factors such as roundoff error in our iterative solution for the
basic flow. We consider the excellent agreement of the results of the one-dimensional
eigenvalue problem resulting from the extended GH model and the two-dimensional
eigenvalue problem, which one has to solve if no assumption is made on the chordwise
dependence of the two-dimensional linear disturbances, to be compelling evidence for
us to claim that we have unravelled the structure underlying the two-dimensional
solutions of Lin & Malik (1996a). The two-dimensional eigenfunctions are separable
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solutions, amenable to analysis, in contrast to the statement to the contrary put
forward by these authors. Consequently, in an incompressible swept attachment-line
boundary layer in which the basic flow is taken to be the swept Hiemenz boundary
layer there is no need for a two-dimensional eigenvalue problem to be solved. Results
for the growth rate, frequency and spatial structure of three-dimensional disturbances
can be recovered by solution of the one-dimensional eigenvalue problems resulting
from of the structures (4.1) or (4.2), presented herein.

From a numerical point of view, the ability to recover linear instability results in
three spatial dimensions by solution of an one-dimensional eigenvalue problem is of
paramount significance. Eigenvalues and eigenfunctions pertinent to the model (4.40)–
(4.41) for symmetric or (4.42)–(4.43) for antisymmetric modes results in a problem
of approximately three orders of magnitude smaller size, taking between two and
three orders of magnitude less time to solve (depending on the solution algorithm)
than the eigenvalue problem (3.2)–(3.5). Specifically, solution to a one-dimensional
eigenvalue problem is O(m3) faster and requires O(m2) less memory than that of
the two-dimensional eigenvalue problem, in which m points resolve the additional
spatial direction. The precise savings may be inferred from the values of m (which
depend on the structure to be resolved) quoted in table 1. As such, the extended GH
model presented herein is of interest for engineering applications aimed at transition
prediction through linear mechanisms.

Even more significant, however, are the physical implications of the extended GH
model for the analytical prediction of the spatial structure of the eigenfunctions
in the chordwise direction. This result is itself amenable to asymptotic analysis;
this is presented in § 6. Further, as has been mentioned by Lin & Malik (1996a)
also, the three-dimensional modes A1, S2, A2, . . . grow faster than mode GH in the
chordwise direction, with the plausible implication that nonlinearity will be promoted
by these higher polynomial modes if an arbitrary disturbance is projected upon
this basis. The issue of subcritical instability of this flow may be associated, with
turbulence being observed at Re > 245, while linear theory (including the current
model) predicts linear instability for Re > 583. In order to verify and quantify
the above postulate the extended GH model has been utilized to initialize three-
dimensional DNS at subcritical conditions; the results of this effort are presented in
an accompanying paper (Theofilis & Obrist 2003). In § 5.3 of the present work the
closely related issue of convergence of the series expansions (4.1) and (4.2) in x is
addressed.

However, before turning to the latter issue and the asymptotic analysis, a further
result of interest provided by the one-dimensional eigenfunctions pertaining to
different modes in the extended GH model is discussed. We present in figure 4
the scaled real and imaginary parts of the linear eigenfunctions (ũ1, ṽ0), (ũ2, ṽ1),
(ũ3, ṽ2), (ũ4, ṽ3) of modes GH, A1, S2, and A2, respectively. It can be clearly seen that
all eigenfunctions monitored collapse into those of the GH mode. The implication
of this result for experiments performed in the attachment-line boundary layer is
clear. There exists in the flow a sequence of modes, obtained by alternatingly solving
systems S and A at discrete values of M , which have frequencies lying very closely to
one another and whose one-dimensional (in y) profile is identical. The features which
may used to differentiate between the modes experimentally are either their different
growth rates (with modes pertinent to larger M being increasingly insignificant from
a stability analysis point of view compared to those of low M) or their spatial
structure in the chordwise direction; measurement of one-dimensional profiles in y

and subsequent scaling is inadequate.
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Figure 4. One-dimensional eigenfunctions ũ and ṽ. Solid line indicates the real and dashed
the imaginary part of the eigenfunctions of the GH (S1) mode. Superimposed are the scaled
eigenfunctions of mode A1 (�), mode S2 (+) and mode A2 (×).

5.2. Spatial linear instability in three dimensions

So far we have discussed the results of the extended GH model within a temporal
framework. It is straightforward to recast systems S and A as spatial linear stability
problems, in which a real frequency parameter Ω is imposed and the response of
the boundary layer is monitored in terms of the wavenumber Re{β} and growth
rate Im{β} of the predicted eigenmode, after the discretized matrix eigenvalue
problem has been solved for the determination of the complex eigenvalue β . The
numerical complication arising when solving the spatial linear stability eigenvalue
problem is that the eigenvalue appears nonlinearly in the governing equations.
While a smaller problem is obtained by eliminating eigenfunctions from the system
of equations resulting after linearization of the primitive form of the governing
equations, the degree of nonlinearity of the eigenvalue increases. A numerical solution
approach which is almost exclusively utilized for the one-dimensional linear spatial
stability problem is that presented by Bridges & Morris (1984). The method is
based on augmenting the original problem with auxiliary unknowns accounting for
the nonlinearity in the eigenvalue. This so-called ‘companion matrix’ approach has
been successfully used for example, by Theofilis (1995) in the solution of the one-
dimensional spatial stability problem in the incompressible swept attachment-line
boundary layer. Some implementational details of the companion matrix approach
may be found in the Appendix.

While such an approach results in a discrete eigenproblem which is more expensive
than that corresponding to a temporal analysis, it is well within current hardware
capabilities. This is no longer true for BiGlobal instability analysis; for the solution
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(a) (b)
GH (S1) Resolution βr βi(×102) βr βi(×102)

32 0.27704464 −0.066868 0.34003905 0.058284
48 0.27481340 −0.226662 0.33846404 0.000283
64 0.27481154 −0.226961 0.33846355 0.000001
80 0.27481154 −0.226961 0.33846355 0.000000
J 0.27481152 −0.226959

A1 Resolution βr βi(×102) βr βi(×102)

32 0.27502193 −0.086292 0.33885284 0.134147
48 0.27515280 −0.105646 0.33864454 0.102767
64 0.27515244 −0.105987 0.33863756 0.102556
80 0.27515245 −0.105989 0.33863743 0.102555
J 0.27515243 −0.105988

S2 Resolution βr βi(×102) βr βi(×102)

32 0.27769932 1.722107 0.34038577 0.265383
48 0.27549093 0.151099 0.33880980 0.205326
64 0.27548903 0.148146 0.33880924 0.205045
80 0.27548905 0.148152 0.33880910 0.205053
J 0.27548905 0.148157

Table 3. Grid refinement history for the numerical solution of the spatial one-dimensional
extended GH model eigenvalue problems GH (S1), A1 and S2 at (a) Re = 700 and Ω = 0.1017
Joslin (1996b) and (b) Re = 800 and Ω = 0.1270977 (Hall et al. 1984; Theofilis 1995). Also
presented, denoted by J, the spatial partial-derivative eigenvalue problem result, as recovered
in the spatial direct simulation of Joslin (1996b).

of the two-dimensional spatial linear eigenvalue problem it is imperative to use
iterative algorithms. Consequently, the computing effort for a numerical solution of
the spatial two-dimensional eigenvalue problem is at least as large as that of the
temporal approach (Heeg & Geurts 1998). Nevertheless, Joslin (1996b) has recovered
the spatial two-dimensional linear eigenvalue problem results using his spatial direct
numerical simulation code, albeit at a cost of approximately 13 CPU hours on a
Cray C-90. Results of the spatial problem were provided by Joslin (1996b) with
which our one-dimensional model, if accurately unravelling the flow physics, should
compare.

We solved the spatial linear one-dimensional eigenvalue problems defined by
systems S and A and present in table 3 the spatial eigenvalues β pertaining to
the case presented by Joslin, Re = 700, Ω = 0.1017, as well as additional calculations
performed at the conditions of Hall et al. (1984). In the first case the first two modes
GH and A1 are unstable (Im{β} < 0) while the third mode S2 is stable. In the second
case the GH mode is neutrally stable while all other modes are stable. The comparison
of the spatial linear stability results is as good as that in the temporal two-dimensional
eigenproblem. The discrepancy between the results of Joslin (1996b) and the numerical
solution of the one-dimensional spatial eigenvalue problem in which the extended GH
model may be recast is less that one part in 107, our approach taking typically a
few seconds to deliver converged results on a workstation. Again, in addition to the
fact that a one-dimensional eigenvalue problem describes the physics of instability in
this flow at a negligible fraction of the computing effort of any approach previously
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presented, the significance of the agreement in the results of table 3 further underlines
the ability of the extended GH model to reveal analytically the spatial structure of the
modes responsible for linear instability in the incompressible swept attachment-line
boundary layer.

5.3. Convergence of the expansions (4.1) and (4.2)

A final naturally arising question concerns realizability of the extended GH model
in the chordwise direction, and the associated issue of the convergence properties
of the series (4.1)–(4.2). This issue will be discussed further in the context of direct
numerical simulations (Theofilis & Obrist 2003), where physically plausible arguments
are sought in order to select the chordwise extent of the integration domain, in lieu
of an initialization of the simulations on a specific number of modes satisfying the
extended GH model and their chordwise structure. Clearly, it may be argued that
amplitude functions whose chordwise dependence is dominated by a polynomial
function of x cannot be expected to deliver realistic predictions as x → ∞. While the
higher the exponent in either series (4.1) or (4.2) the lower the growth (the stronger the
damping) rate of the corresponding mode, the difference in damping rates at linearly
subcritical Reynolds numbers may not be sufficient to compensate for the explosive
growth of the series in x away from the attachment line, a problem that would be
aggravated if modes pertinent to large M-values are themselves amplified. Rather than
resorting to arguments on nonlinearity moderating the growth in x, the properties
of the coefficients (ũ2M−1, ṽ2M−2, ṽ2M−2, p̃2M−2)

T and (ũ2M, ṽ2M−1, ṽ2M−1, p̃2M−1)
T are

examined next. These coefficients are recovered in a temporal framework by numerical
solution of the coupled eigenvalue problems (4.6)–(4.17) and (4.26)–(4.34) which need
to be solved if the amplitude functions of the extended GH model are sought.

Answering this question is interesting in a different context also. Joslin (1996a)
has argued that the difference between the simulation results of Hall & Malik (1986)
and Jiménez et al. (1990) as regards two-dimensional nonlinear equilibria stems
from the form of disturbance pressure assumed in the respective investigations, the
former work having proposed that this quantity be taken constant, while in the latter
work quadratic dependence of disturbance pressure on the chordwise coordinate
was permitted. Joslin (1996a) went on to assert that in his three-dimensional
simulations in the neighbourhood of the attachment line disturbance pressure could
be approximated by a constant, which would support the form proposed by Hall &
Malik (1986); interestingly, a strong departure of the disturbance pressure from its
near-independence of x can be seen in the results of Joslin (1996a) at moderate (in
terms of spanwise boundary-layer thickness) distances from the attachment line, a
behaviour which might be attributable to the boundary conditions imposed at this
end of the computational domain. In the course of the present investigation the
properties of the coefficients in (4.1)–(4.2) reconcile the extended GH model with
the numerical results of Joslin (1996a) and point to the resolution of this apparent
dispute.

In order to compare results of the (linear) eigenvalue problems, physically
relevant universal scales have been used. Disturbance-velocity amplitude functions
of symmetric modes have been scaled using the x-independent maximum value of
w̃0, which on the one hand is the largest in magnitude amongst (ũ1, ṽ0, w̃0) and on
the other hand can be directly referred to the constant-thickness boundary layer
along the spanwise direction. Disturbance velocity components of antisymmetric
modes have been scaled on the only x-independent amplitude function pertinent
to this family, ũ0. The maximum of the GH disturbance pressure, p̃0, is used as
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Figure 5. Maximum values of amplitude functions of the extended GH model against mode
index m at Re= 800, β = 0.255. uS, vS, wS, pS and uA, vA,wA, pA denote maximum values of
ûm, v̂m, ŵm, p̂m of symmetric and antisymmetric modes, respectively.

scale for the disturbance-pressure amplitude functions of all modes. Out of results
obtained at several parameter-value combinations, only those pertaining to (Re =
800, β = 0.255) are presented. The eigenvalue problems for the recovery of the
eigenfunctions ûm: m = 0, . . . , 7, v̂m: m = 0, . . . , 6, ŵm: m = 0, . . . , 6, and p̂m: m =
0, . . . , 6 have been solved, the respective maxima and L2 norms of the (complex)
coefficients have been calculated and the results are presented in figure 5; only results
for the maxima of the amplitude functions are shown, those for the L2 norm being
qualitatively analogous. The significance of the expansion coefficients of the extended
GH model at a given chordwise location is quantified in this figure. The exponential
decay of the coefficients in the expansions (4.1)–(4.2) compensates for the polynomial
growth of the respective amplitude function in x at large distances from the leading
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edge and implies that the extended GH model delivers finite predictions away from
the attachment line. The order of magnitude of each eigenmode at a given chordwise
location near the attachment line can be inferred from the results of figure 5 as
follows.

The x-independent coefficient w̃0 pertaining to the GH mode and that of ũ0 of mode
A1 are taken at an amplitude such that linear theory holds;† this amplitude value then
scales the y-axis of the results of figure 5. The coefficients of the disturbance-velocity
components linearly growing in x, ũ1 of the GH mode and ṽ1, w̃1 of mode A1, are seen
to be of O(10−1) smaller than the x-independent disturbance-velocity components, i.e.
the former disturbances are expected to reach the level of the latter somewhere in the
range x ∈ [10, 100]. At the same distance normal to the leading edge the quadratically
growing chordwise disturbance-velocity component of mode A1 is also expected to
appear in the flow, since its amplitude function ũ2 = O(10−2). The same holds true for
the spanwise and wall-normal disturbance velocity components (quadratically growing
in x) of eigenmode S2 as well as for its cubically growing chordwise disturbance
velocity component, the coefficient ũ3 being of O(10−3); the argument can be carried
forward to all higher modes, the amplitude functions pertinent to xm being more than
an order of magnitude smaller than those at xm−1. A corollary of this discussion is
that by taking the amplitude of the (strongest) GH eigenmode to be consistent with
the assumptions of linear theory, it is expected that a small number of the eigenmodes
satisfying the extended GH model will be capable of describing the dynamics of the
three-dimensional flow instability in an appreciable portion of the boundary layer in
the neighbourhood of the attachment line.

Finally, turning to the issue of the form of disturbance pressure in three dimensions,
figure 5 also provides the magnitude of the coefficients in an expansion of this in
symmetric and antisymmetric parts. Disturbance pressure is seen to follow the same
pattern as the disturbance-velocity components, the amplitude functions of a given
family at a given order being approximately an order of magnitude smaller than those
at the previous order (pertaining to the other family) and two orders of magnitude
smaller than the previous member of the same family. On the basis of this result
it can be argued that on the (O, z, y)-plane defined by the attachment line itself
and the wall-normal, as well as very close to the attachment line, a near-constant
disturbance pressure will prevail. This result is in line with that demonstrated in
the three-dimensional DNS results of Joslin (1996a) and the assumption of Hall
& Malik (1986). On the other hand, the coefficient of the quadratic term in the
disturbance-pressure expansion (4.20) is O(10−2) smaller than the x-independent
pressure coefficient p̃0, such that the term p̃2x

2 will become comparable with p̃0 at
distances along the chord of the order of a few spanwise boundary layer thicknesses.
Seen in this light, the form of disturbance pressure assumed by Jiménez et al. (1990)
is more appropriate than that assumed by Hall & Malik (1986) for the description
of linear and nonlinear flow dynamics in all but the immediate neighbourhood of
the attachment line. However, a linear disturbance-pressure component associated
with mode A1 and, in turn, with an x-independent chordwise disturbance velocity
component may also be present in the flow, alongside contributions from all higher-
mode disturbances. In other words, neither of the forms of disturbance pressure
assumed by Hall & Malik (1986) nor Jiménez et al. (1990) is complete as far as

† Strictly, the receptivity problem must be solved in order for the amplitudes of w̃0 and ũ0 to be
provided. These amplitudes are, in principle, independent parameters of the problem.



296 V. Theofilis, A. Fedorov, D. Obrist and U. Ch. Dallmann

three-dimensional pressure perturbations are concerned, for the description of which
one has to resort to either the partial-derivative eigenvalue problem or to the extended
GH model.

6. Asymptotic analysis for weakly non-parallel flow
We discuss here an alternative approach to arrive at the results of § 5, which also

offers a simplification of the attachment-line stability analysis compared with solution
of the partial-derivative eigenvalue problem or DNS, using the multiple-scales method
developed for weakly non-parallel boundary layers, which also arrives at the extended
GH model description of three-dimensional instability of the flow in question. The
advantage of the asymptotic analysis is that it offers quantification, in terms of a
Reynolds-number-dependent small parameter, of the error of a given approximation.
Details of this method can be found, e.g. in Nayfeh (1980) and Zhigulev & Tumin
(1987).

A solution of the incompressible continuity and Navier–Stokes equations
Q(x, y, z, t) is decomposed as before using (3.1) with Qb = (xU, V , W, P )T indicating
basic-flow velocity and pressure components and Qp = (û, v̂, ŵ, p̂)T denoting
perturbations to the basic flow. If Ω is a real parameter, the complex eigenvalue
β(Ω, Re, x1) is associated with the spatial instability problem. If β is real parameter,
the complex eigenvalue Ω(β, Re, x1) is relevant to the temporal instability problem.
The spatial stability analysis is presented first.

6.1. Asymptotic analysis of the spatial eigenvalue problem

Assuming that the Reynolds number is large, a small parameter ε = 1/Re and slow
variables x1 = εx, z1 = εz are introduced. In the framework of the multiple-scales
approach, the disturbance amplitude vector is expressed as

Qp = Q0(x1, z1, y) + ε Q1(x1, z1, y) + · · · . (6.1)

Substituting (3.1) and (6.1) into the linearized Navier–Stokes equations, the eigenvalue
problem of the first-order approximation

Bû0 + x1U
′
v̂0 =

1

Re
(û′′

0 − β2û0), (6.2)

Bv̂0 + p̂′
0 =

1

Re
(v̂′′

0 − β2v̂0), (6.3)

Bŵ0 + W
′
v̂0 + iβp̂0 =

1

Re
(ŵ′′

0 − β2ŵ0), (6.4)

v̂′
0 + iβŵ0 = 0, (6.5)

together with

û0 = v̂0 = ŵ0 at y = 0 and y → ∞, (6.6)

is obtained, with B = i(βW − Ω). In this system of equations higher-order viscous
terms are retained in order for a standard Orr–Sommerfeld-like operator for three-
dimensional boundary-layer flow to be obtained. This permits eigensolutions to be
recovered which are uniformly valid across the boundary layer. The problem (6.2)–
(6.6) contains x1 as a parameter; it can be written in the compact form

P(Ω, β, Re, x1) Q0 = 0, (6.7)

Q01 = Q02 = Q03 = 0 at y = 0 and y → ∞,
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where P is a matrix differential operator. A solution of the homogeneous problem
(6.2)–(6.6) can be expressed as

Q0 = C(x1, z1)(x1û01(y), v̂00(y), ŵ00(y), p̂00(y))T. (6.8)

Substituting (6.8) into equations (6.2)–(6.5) a problem which does not depend on x1

is obtained:

Bû01 + U
′
v̂00 =

1

Re
(û′′

01 − β2û01), (6.9)

Bv̂00 + p̂′
00 =

1

Re
(v̂′′

00 − β2v̂00), (6.10)

Bŵ00 + W
′
v̂00 + iβp̂00 =

1

Re
(ŵ′′

00 − β2ŵ00), (6.11)

v̂′
00 + iβŵ00 = 0, (6.12)

subject to

û10 = v̂00 = ŵ00 at y = 0 and y → ∞. (6.13)

Solution of this problem delivers the eigenvalue β = β0(Ω, Re) of the first-order
approximation. Note that equation (6.9) is decoupled from equations (6.10)–(6.12).
The latter can be transformed to the Orr–Sommerfeld equation for a two-dimensional
parallel boundary layer with the velocity profile W (y).

In the second-order approximation the disturbance vector is expressed in the form

Q1

= C(x1, z1)(x1û11(x1, z1, y) + û10(x1, z1, y), v̂10(x1, z1, y), ŵ10(x1, z1, y), p̂10(x1, z1, y))T.

(6.14)

The vector Q10 = (û11, v̂10, ŵ10, p̂10)
T is a solution of the inhomogeneous problem

P0 Q10 +
x1

C

∂C

∂x1

G1(y) +
1

C

∂C

∂z1

G2(y) + G3(y) = 0, (6.15)

û11 = v̂10 = ŵ10 at y = 0 and y → ∞. (6.16)

Here P0 is the linear operator of the homogeneous system (6.9)–(6.13); the vectors
Gj (y) are expressed in the explicit form

G1 =
(
Uû01, Uv̂00, Uŵ00, û01

)T
, (6.17)

G2 =
(
Wû01, Wv̂00, Wŵ00 + p̂00, ŵ00

)T
, (6.18)

G3 =
(
2Uû01 + V û′

01,
(
V v̂00

)′
, V ŵ′

00, û01

)T
(6.19)

(6.20)

The component û10 is a solution of the inhomogeneous problem

i(β0W − Ω)û10 − 1

Re

(
û′′

10 − β2
0 û10

)
+

1

C

∂C

∂x1

p̂00 = 0, (6.21)

û10 = 0 at y = 0 and y → ∞. (6.22)

The problem (6.15)–(6.16) has a non-trivial solution if the inhomogeneous part of
equation (6.15) is orthogonal to the correspondent solution Z of the adjoint problem.
This solvability condition provides the partial-differential equation for the amplitude
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function C(x1, z1):

〈G1, Z〉x1

∂C

∂x1

+ 〈G2, Z〉 ∂C

∂z1

+ 〈G3, Z〉C = 0, (6.23)

where the scalar product is defined as

〈G, Z〉 =

∞∫
0

4∑
j=1

GjZj dy. (6.24)

Equation (6.23) has the following set of partial solutions:

C = xn
1 exp {iβ1ζ1} , (6.25)

β1(n) = i
n〈G1, Z〉 + 〈G3, Z〉

〈G2, Z〉 . (6.26)

For n = 0 the last term in equation (6.21) is zero and the correspondent homogeneous
problem (6.21)–(6.22) has the trivial solution û10 = 0. In this case, the disturbance
vector of the first-order approximation is expressed as

qp(x, y, z, t) =




x1û01(y)

v̂00(y)

ŵ00(y)

p̂00(y)


 exp i(βz − Ωt), β = β0 + εβ1(0). (6.27)

For n �= 0, a solution of equation (6.21) is presented in the form û10 = x−1
1 ũ10(y)

where ũ10 is obtained from solving the inhomogeneous problem

i(β0W − Ω)ũ10 − 1

Re

(
ũ′′

10 − β2
0 ũ10

)
+ np̂00 = 0, (6.28)

ũ10 = 0 at y = 0 and y → ∞.

In this case, the disturbance vector is expressed as

qp(x, y, z, t) = xn
1




x1û01(y) + x−1
1 ũ10

v̂00(y)
ŵ00(y)
p̂00(y)


 exp i(βz − Ωt), β = β0 + εβ1(n). (6.29)

Since the disturbance amplitude is finite on the attachment line, x1 = 0, the
solution (6.29) is valid for n � 1. Taking discrete values of the integer parameter
n one obtains a family of attachment-line boundary layer modes. Solutions with
n = 0, 2, . . . correspond to symmetric modes S1, S2, . . . , and solutions with
n = 1, 3, . . . correspond to antisymmetric modes A1, A2, . . . .

An analogous analysis can be performed for the temporal stability problem. In
this case, the slow variables t1 = εt and x1 = εx are introduced and the disturbance
amplitude is represented as

Qp = Q0(x1, t1, y) + ε Q1(x1, t1, y) + · · · . (6.30)

In the first-order approximation, the disturbance vector is expressed in the form

qp(x, y, z, t) = xn
1




x1û01(y)
v̂00(y)
ŵ00(y)
p̂00(y)


 exp i(βz − Ωt), (6.31)
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Ω(n, β, Re) = Ω0(β, Re) + εΩ1(n, β, Re) + O(ε2), (6.32)

Ω1(n, β, Re) = −i
n〈G1, Z〉 + 〈G3, Z〉

〈G4, Z〉 (6.33)

where G4 = (û01, v̂00, ŵ00, 0)T .

6.2. Connection with the analysis of § 4

One can compare the asymptotic solutions (6.29) with the solutions of § 4 expressed
in the form of truncated series. As an example, the first symmetric mode with the
amplitude vector

Qp = (xũ1(y), ṽ0(y), w̃0(y), p̃0(y))T (6.34)

is considered. Components of this vector are expanded with respect to ε as

ũ1 = εũ10 + ε2ũ11 + · · · , (6.35)

ṽ0 = ṽ00 + εṽ01 + · · · , (6.36)

w̃0 = w̃00 + εw̃01 + · · · , (6.37)

p̃0 = p̃00 + εp̃01 + · · · , (6.38)

β = β0 + εβ1 + · · · . (6.39)

Substituting these expansions into the system (4.6)–(4.9) and keeping the first-order
terms, a problem which is equivalent to (6.9)–(6.13) resulting from the present
asymptotic analysis is obtained. In the second-order approximation, the inhomo-
geneous system of equations

P0




ũ11

ṽ01

w̃01

p̃01


 +




(iβ1W + 2U )ũ10 + V ũ′
10

iβ1Wṽ00 +
(
V ṽ00

)′

iβ1(Ww̃00 + p̃00) + V w̃′
00

iβ1w̃00 + ũ10


 = 0 (6.40)

is obtained, which is identical with equations (6.15). Thus, the asymptotic solution
(6.27) approximates the eigenfunction with accuracy O(ε) and the eigenvalue with
accuracy O(ε2). An analogous comparison can be made for the symmetric modes
S2, S3, . . . taking n = 2, 4, . . . and the antisymmetric modes A1, A2, . . . taking n =
1, 3, . . . .

6.3. An algorithm for the calculation of eigenvalues of three-dimensional
disturbances with O(ε2) accuracy

Summarizing the asymptotic analysis of linear instabilities in the three-dimensional
attachment-line boundary layer the following algorithm for the calculation of the
eigenvalues

β(n, Re, Ω) = β0(Re, Ω) + εβ1(n, Re, Ω) (6.41)

with O(ε2) accuracy is formulated:

Solve the Orr–Sommerfeld-like problem (6.9)–(6.13).

Solve the corresponding adjoint problem and obtain the eigenvalue β0(Re, Ω) of
the first-order approximation.

Calculate the eigenvalues β(n, Re, Ω) of symmetric eigenmodes from (6.41) using
the analytical expression (6.26) and n = 0, 2, . . . to calculate β1.
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system (3.7) system (6.31)–(6.33)

Mode cr ci(×102) n cr ci(×102)

GH (S1) 0.358410 0.585325 0 0.358469 0.584831
A1 0.357920 0.409887 1 0.358002 0.410754
S2 0.357435 0.234300 2 0.357534 0.236677
A2 0.356957 0.058571 3 0.357067 0.062600

Table 4. Comparison of temporal eigenvalues obtained by asymptotic analysis at O(ε2)
against two-dimensional eigenvalue problem results at κ = 0, Re = 800, β = 0.255.
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Figure 6. Distributions of ci(β) for symmetric (GH/S1, S2) and antisymmetric (A1, A2)
modes at Re= 800; solid lines: asymptotic analysis, symbols: partial-derivative eigenvalue
problem solution.

Calculate the eigenvalues β(n, Re, Ω) of antisymmetric eigenmodes also from
(6.41) using the analytical expression (6.26) and n = 1, 3, . . . to calculate β1.

In a manner analogous with numerical solution of the ordinary-differential-equation
eigenvalue problems (4.40)–(4.43) this algorithm permits orders-of-magnitude faster
calculations of the attachment-line stability characteristics when compared with either
solution of the spatial or temporal partial-derivative eigenvalue problems or spatial
DNS. In table 4 results of the algorithm for the complex phase velocity c = cr + ici =
Ω(β, Re)/β are compared to those of the temporal partial-derivative eigenvalue
problem for modes S1, A1, S2 and A2 at Re = 800, β = 0.255. The relative error
between the asymptotic analysis results and the exact solutions of the partial-derivative
eigenvalue problem is O(0.01%) for the most unstable eigenmode and increases to a
few percent for the less-amplified higher modes. The distribution of ci(β) at Re = 800
is shown in figure 6. Stability characteristics predicted by the multiple-scales method
(solid lines) are very close to those of solution of the partial-derivative eigenvalue
problem (symbols). The asymptotic analysis calculations indicate that both terms
in equation (6.33) have negative imaginary part. Consequently the most unstable
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Figure 7. Distribution of ci(β) for the first symmetric mode GH (S1) at Re= 800; dashed
line: the first-order approximation, solid line: the second-order approximation.

eigenmode is S1, and the growth rates follow the inequality Ωi,S1 > Ωi,A1 > Ωi,S2 >

Ωi,A2 > · · ·, a conclusion consistent with the results of numerical solution of the
partial-derivative eigenvalue problem. Figure 7 illustrates the non-parallel effect on
the growth rate of mode S1; the difference between the first-order approximation
(dashed line) and the second-order approximation (solid line) is more than 40%, i.e.
the non-parallel correction β1(n) should be accounted for in order for the prediction
of the disturbance amplification to be improved.

Equation (6.31) shows that the eigenfunctions û01(y), v̂00(y), ŵ00(y), and p̂00(y) are
identical for both symmetric and antisymmetric modes with accuracy O(1/Re). In
figure 8 the function w(y) = |ŵ00(y)| (solid line), normalized such that max{w} = 1,
is compared with the numerical result of the partial-derivative eigenvalue problem
for the S1 and A1 eigenmodes (symbols); the analogous comparison for the S2 and
A2 eigenmodes is also shown in figure 8. As already stated, the approximation of
the eigenfunctions provided by the asymptotic analysis is within O(ε) of the exact
numerical result, and both sets of eigenfunctions can be seen to be approximated well
by the asymptotic analysis. In other words, with accuracy O(1/Re), the eigenfunctions
of both symmetric and antisymmetric modes have a universal structure given by
equation (6.31). If the S1 eigenfunction is known, all others can be reproduced using
the multiplication factor xn

1 . This result too is in line with the numerical prediction
of the extended GH model eigenvalue problem shown in figure 4. In summary, the
asymptotic analysis based on the multiple-scales method provides a very effective and
robust algorithm for stability analysis of the attachment-line boundary layer, as an
alternative to the extended GH model discussed in § 4, and delivers results consistent
with those of this model and, in addition, offers an estimate of the order of magnitude
of the accuracy of the approximation made in terms of the inverse-Reynolds-number
small parameter.

7. Direct numerical simulation
7.1. Numerical method

The analytical results presented in the previous sections are next verified by three-
dimensional DNS using a full nonlinear code to monitor the linear development of the
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Figure 8. (a) Normalized eigenfunction w(y) for the first symmetric (GH/S1) and anti-
symmetric (A1) modes. (b) Normalized eigenfunction w(y) for the second symmetric (S2) and
antisymmetric (A2) modes. Re= 800, β = 0.255; solid lines: asymptotic analysis, symbols:
partial-derivative eigenvalue problem solution.

three-dimensional extended GH model disturbances. The incompressible continuity
and Navier–Stokes equations are stated in a velocity–vorticity formulation. The
DNS code is an extension of that of Lundbladh et al. (1994) and uses spectral
methods to discretize the spatial operator, in particular a Fourier expansion in the
chord and spanwise directions, x and z respectively, and Chebyshev polynomials in the
wall-normal direction y. There is a mixed implicit–explicit time integration method:
a Crank–Nicolson scheme is used for the viscous terms and a third-order Runge–
Kutta scheme for the nonlinear terms. In the wall-normal direction the Chebyshev
transformation is done on a Gauss–Lobatto grid. To account for the semi-infinite
physical domain the Gauss–Lobatto points are stretched to a finite interval y ∈
[0, Ly] by an algebraic transformation which clusters half of the collocation points
between the wall and an appropriately chosen location y1/2 inside the boundary
layer (Canuto et al. 1987); in the scalings of § 2, y1/2 = 4 and Ly � 150 have
been used throughout the following simulations. The two horizontal directions are
considered homogeneous and treated as periodic, an approach which is in line with
the flow physics only as far as the spanwise direction is concerned. In order to
obtain periodicity in the chordwise direction we use the fringe-region technique
(Spalart 1988).
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Figure 9. Schematic representation of the fringe function λ(x) (Obrist 2000).

7.2. The fringe-region technique

The fringe-region treatment of the chordwise direction, schematically depicted in
figure 9, consists of adding a linear damping term to the governing equation

∂

∂t
u + Ls(u) = λ(x)[U (x, t) − u], (7.1)

where u is the dependent variable, Ls is the – typically elliptic – spatial operator,
and λ(x) is a so-called ‘fringe function’. The inhomogeneity U (x, t) may be arbitrarily
chosen and can act as a forcing for an inflow boundary condition – as used for
example in spatial DNS of a channel flow configuration. In the DNS of a leading-
edge boundary layer the fringe forcing does not need to generate any inflow boundary
condition. In this case the inhomogeneity U (x, t) is chosen to be identically zero.

The fringe function λ(x) is the main design parameter for the fringe-region
technique. It is zero everywhere except inside an ideally short interval called the
‘fringe region’. A heuristic interpretation of the fringe-region technique begins with
the assumption that λ(x) is so large inside the fringe region that the contribution
from the the spatial operator Ls can be neglected. This permits rewriting (7.1) as

∂

∂t
u ≈

{
−Ls(u) outside the fringe region,
‖λ‖[U − u] inside the fringe region.

(7.2)

This suggests that the governing equation ut + Ls(u) = 0 is simulated outside the
fringe region, whereas a linear ODE is solved inside the fringe region, such that u is
forced towards U .

A smooth fringe function λ(x) is chosen in order to minimize the influence of the
fringe region on the physically relevant part of the simulation domain, since a too
steep slope would cause strong reflection of waves. In the present code

λ(x) = λ̂

[
S

(
x − xstart

drise

)
− S

(
x − xend

dfall

+ 1

)]
, (7.3)

S(x) =




0, x � 0

1

/ [
1 + exp

(
1

x − 1
+

1

x

)]
, 0 < x < 1

1, x � 1

(7.4)
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is set. The parameter λ̂ defines the magnitude of the fringe function, whereas the
parameters xstart, xend, drise, and dfall define the shape of the fringe function via
the smooth step function S(x). In contrast to the buffer-domain technique of Spalart
(1988) the present version of the fringe forcing is linear; it was first used by Lundbladh
et al. (1994) to simulate spatially evolving disturbances in a channel flow. Validation
calculations show that the fringe forcing contaminates the physically relevant region
upstream. Therefore the fringe region has to be positioned far enough from the
attachment line, in a region where the basic flow has a more parabolic character
(Spalart 1988). In the presented calculations the fringe region has been typically
chosen to take up about 5% of the computational domain on each side.

7.3. Initial and boundary conditions of the simulations

Numerical experiments are performed to simulate the linear behaviour of the three-
dimensional flow resolved in a domain {−Lx � x � Lx} × {0 � y � Ly} × {0 � z �
2π/Lz}. The extended GH model provides the initial conditions for the simulations
reported in what follows. Specifically, the initially imposed field has the structure


u

v

w


 =

1

Re


 xu

v

Re w




+
1

Re


AGH


 xũ1

ṽ0

Re w̃0


 + AA1


ũ0 + x2 ũ2

x ṽ1

Re x w̃1


 + AS2


 x3 ũ3

x2 ṽ2

Re x2 w̃2





 eiβz

+ c.c. (7.5)

from which the components of the vorticity vector are calculated. The Reynolds-
number-dependent scaling of the disturbance eigenfunctions has been introduced for
consistency with the basic-flow scaling. This scaling results in an equivalent form of
the extended GH model, in which the maximum of the disturbance velocity vector is
attained in the wall-normal velocity component. All other qualitative features of the
model coefficients are analogous to those discussed in § 5.3, an increase of mode index
being associated with exponential decrease of the magnitude of the corresponding
amplitude function, the latter scaled on the respective component of the GH or the
A1 mode.

The nonlinear initial boundary value problem is marched in time subject to viscous
Dirichlet boundary conditions for the disturbance velocity components at the wall
and the far-field and consistently derived Neumann boundary conditions for the
disturbance vorticity components. The growth/damping rates are calculated from the
DNS signal using an arbitrarily defined measure of modal energy

ε(β, t) =
1

2L′

∫ Ly

0

dy

∫ L′

−L′

1
2

u · u dx, (7.6)

where u is the disturbance velocity vector. The growth rate of a specific eigenmode
β is calculated from the first time derivative of ε(β, t) using second-order-accurate
backward finite-difference formulae. The arbitrariness in the definition of ε stems
from the ambiguity in the choice of the domain x < |L′| in which the influence of the
fringe region on the simulation results can be considered negligible.



The extended Görtler–Hämmerlin model for instability of attachment-line flow 305

–150 0 150
x

t = 7000

–150 0 150
x

t = 7000

–150 0 150
x

t = 7000

–150 0 150

t = 2000

–150 0 150

t = 2000

–150 0 150

t = 2000

–150 0 150

t = 0

–150 0 150

t = 0

–150 0 150

t = 0

Fringe region

u

v w

Figure 10. Spalart’s test at Re= 600, β = 0.2845. Plotted are the maximum r.m.s. values of
û, v̂ and ŵ showing the emergence of the GH mode from noise in the simulation (Obrist 2000).

7.4. Validation and linear runs

Our first concern is recovery of the linear GH mode, which has been established both
experimentally (Poll 1979) and numerically (Hall et al. 1984; Spalart 1988) as being the
most relevant linear instability of the attachment-line region. To this end we perform
the analogue of the simulation of Spalart (1988), initializing all quantities with white
noise superimposed upon the basic state while setting AGH = AA1 = AS2 = 0 in (7.5),
and integrating the equations of motion in time at the linearly unstable parameters
Re = 600, β = 0.2845. We have taken Ly = 150 and used (Nx, Ny) = (192, 128)
collocation points to resolve the chordwise and wall-normal directions respectively. A
variable number of collocation points (more than 16 for reasons related to code
performance) have been used to resolve the spanwise direction. The higher resolution
of the wall-normal direction compared with Spalart (1988) was found to be
unnecessary for the purposes of the present validation. The result may be found
in graphical form in figure 10 where the GH linear eigenmode can be seen to emerge
from noise as time progresses.

We then turn to quantitative comparisons between the results of the temporal
ordinary-differential-equation eigenvalue problems (4.40)–(4.41) and (4.42)–(4.43) and
the DNS results, with a twofold objective. First, we wish to examine the quality of
the recovery of linear results by the DNS, thereby assessing the minimum resolution
requirements for nonlinear runs performed subsequently; these results are presented
elsewhere (Theofilis & Obrist 2003). Second, the preservation by our simulation code



306 V. Theofilis, A. Fedorov, D. Obrist and U. Ch. Dallmann

0
200

400
600 –100

0
100

x

t

u

0
200

400
600 –100

0
100

x

t

v

0
200

400
600 –100

0
100

x

t

w

(c)

0
200

400
600 –100

0
100

x

t

u

0
200

400
600 –100

0
100

x

t

v

0
200

400
600 –100

0
100

x

t

w

(b)

0
200

400
600 –100

0
100

x

t

u

0
200

400
600 –100

0
100

x

t

v

0
200

400
600 –100

0
100

x

t

w

(a)

Figure 11. The spatial structure of linear eigenmodes obtained by the DNS, in which the
imposed symmetry is preserved. (a) subcritical GH run (Re =550); (b) supercritical GH run
(Re=800); (c) supercritical A1 run (Re= 800).

of the symmetries of the eigenmodes in the attachment-line region is an additional
test to which the code is subjected. Figure 11 shows the r.m.s. over z of the Fourier
coefficients (u, v, w)T of the disturbance eigenfunctions (ũ, ṽ, w̃)T, taken at their
respective maxima along y, as functions of x and t . The results of three simulations
using the linear version of the DNS code, β = 0.25 and a resolution of (Nx, Ny, Nz) =
(192, 96, 16) collocation points are presented. The first two simulations are initialized
on the GH eigenmode by setting AGH �= 0, AA1 = AS2 = 0 in (7.5); two Reynolds
number values are monitored, Re = 550 and 800, respectively corresponding to
linearly stable and unstable conditions. An unstable A1 eigenmode at Re = 800 is
used as initial condition for the third simulation using AA1 �= 0 and AGH = AS2 = 0
in (7.5). Worthy of mention here are the following points.

From a numerical point of view one notices that the fringe treatment (7.3)–(7.4)
performs as designed, permitting all three velocity components to develop in the centre
part of the calculation domain and smoothly reducing them to zero at the boundaries.
From a physical point of view, the imposed linear dependence of the chordwise and
independence of the wall-normal and spanwise disturbance velocity components of
the GH mode on x are preserved by the time-accurate algorithm; analogously, the
quadratic/linear/linear structure of the respective disturbance velocity components
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Figure 12. (a) Subcritically stable flow. Simulation initialized using a single GH eigenmode at
initial amplitude A = 10−8 and Re= 400. Solid lines denote the GH mode and the nonlinearly
generated mean flow deformation (MFD). All nonlinearly generated modes are stable at these
parameters. Also shown is the wavenumber spectrum in the three spatial directions at t = 600.
(b) Subcritically stable flow. Simulation initialized using the GH/A1/S2 eigenmodes. The
wavenumber spectra are shown in both cases and all three spatial directions at t = 600.

of the A1 mode, postulated in (4.2), can be seen in the results of figure 11, including a
structure of the chordwise component of the disturbance velocity which is dominated
by ũ0 as x → 0 and by x2ũ2 at large x values. The damping rate of the GH
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mode obtained in the subcritical simulation is ωi,GH,sub,DNS = −8.43 × 10−4 while
the growth rates of the supercritical simulations are ωi,GH,sup,DNS = 1.42 × 10−3 and
ωi,A1,sup,DNS = 9.77 × 10−4 for the GH and A1 modes, respectively. The first two
quantities are in excellent agreement with the results of the DNS of Theofilis (1998b)
in which the chordwise dependence of the equations was formally neglected. The
respective predictions of (4.21)–(4.24) and (4.35)–(4.38) are ωi,GH,sub,LST = −8.41 ×
10−4, ωi,GH,sup,LST = 1.43 × 10−3 and ωi,A1,sup,LST = 9.76 × 10−4, which are also in
satisfactory agreement with the present DNS results.

Next we turn our attention to nonlinear runs, initialized at linearly low levels of
the amplitude of the eigenmode imposed as initial condition in the simulation. The
resolution is kept the same as that for the linear runs but the Reynolds number is
chosen to be linearly subcritical (Re = 400, β = 0.25). The initial condition is formed
by a single GH mode at initial amplitude AGH = 10−8. The time-history of the energy
of this mode, as well as those generated nonlinearly, is shown in figure 12(a). In the
same figure the energy distribution over the Fourier and Chebyshev modes used in
the simulation is presented as function of the wavenumbers kx, ky and kz in the three
spatial directions x, y and z, respectively. Exponential decay of the spectrum can be
seen in all three directions, indicating the adequacy of the resolution of the result
presented. Note also that the initial condition is an exact solution of the equations of
motion, which is manifested in the absence of transient behaviour in the early stages of
linear decay of the GH mode. This behaviour of the code has also been verified in the
case of higher amplitudes of the initial condition in (7.5); as an example, amplitudes
AGH = AA1 = AS2 are imposed, such that non-negligible nonlinearity is generated
while the flow remains stable at all times. The modal energy result is also presented
in figure 12 alongside the resolution of the simulation at t = 600. Here too, linear
decay of the initial condition may be seen, while the nonlinearly generated modes
are substantially stronger than the result of the previous simulation, in accordance
with the increase of the amplitude of the initial condition. The resolution in the
wall-normal and chordwise directions exhibit an analogous qualitative behaviour to
the linear result, while the increase in the number of modes necessary to describe the
spanwise direction is evident, as is the exponential decay in the energy distribution
towards the higher modes in all three spatial directions. In other words this class of
simulations is also well-resolved. These DNS results further substantiate the three-
dimensional structure of the eigenmodes as predicted by the extended GH model.
The adequate performance of the code is also demonstrated and gives confidence
in applying the code to study the nonlinear evolution of disturbances based on the
extended GH model. Such nonlinear results will be presented elsewhere (Theofilis &
Obrist 2003).

8. Discussion
The new insight into the instability of the incompressible infinite swept attachment-

line boundary layer gained by the results presented herein can be summarized as
follows. Numerical solutions of the two-dimensional partial-derivative eigenvalue
problem which make no use of the symmetries of the swept Hiemenz basic state and
which employ a large integration domain in the resolved flow-acceleration and the
wall-normal spatial directions have fully confirmed the eigenvalue problem results of
Lin & Malik (1996a). To the extent that statements may be made on the basis of
numerical evidence, these modes are found to be the only linear disturbances which
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have a harmonic behaviour in the direction along the attachment line and are relevant
to the instability of the attachment-line region in three spatial dimensions. The spatial
structure of all two-dimensional amplitude functions in the chordwise direction has
been identified herein for the first time, giving rise to the subsequent modelling
work.

An extension of the Görtler–Hämmerlin (1955) model, which accounts for symmetry
and antisymmetry of the linear disturbances, has been presented. It permits recasting
the partial-derivative eigenvalue problem as a sequence of ordinary-differential-
equation-based eigenvalue problems (in the wall-normal direction, y) governing the
two respective families of symmetric and antisymmetric instabilities; a polynomial
structure of the three-dimensional disturbances in the chordwise direction, x, is
revealed. In this spatial direction three-dimensional disturbances are expanded in
series, the coefficients of which have been shown to decay exponentially with increasing
truncation parameter. This, on the one hand results in finite predictions being given
by the extended GH model at large x values and on the other hand points to the
resolution of an apparent dispute in the literature regarding the correct form of
pressure-disturbance eigenmodes.

Results of the proposed one-dimensional extended GH model, in either its temporal
or spatial form, are in excellent agreement with those of past investigations based on
solutions of the temporal or spatial two-dimensional eigenvalue problem or spatial
DNS, with the added benefit of an analytically known dependence of the two-
dimensional amplitude functions on the chordwise direction. Asymptotic analysis
based on a multiple-scales expansion in terms of an inverse-Reynolds-number small
parameter has been employed independently to verify the results of the extended GH
model; this methodology too demonstrates that the polynomial (in x) structure of
the two-dimensional amplitude functions is analysable and that two-dimensional (in
x and y) eigenvalue problem results may be obtained by solution of a sequence of
one-dimensional (in y) eigenvalue problems. In the light of these results, either of the
other two alternative approaches currently in use to obtain three-dimensional linear
instability characteristics in the swept Hiemenz boundary layer, namely solution of
the temporal or spatial partial derivative eigenvalue problem or performance of a
spatial DNS, becomes superfluous.

Turning to comparisons with experiment, a factor potentially leading to confusing
the higher polynomial modes with the predominant GH instability is that the
frequencies of all discrete modes lie very close to each other and are placed well
within the error bar of available experimental data (Lin & Malik 1996a; Theofilis
1998b). Interestingly, all two-dimensional amplitude functions of three-dimensional
eigenmodes in the attachment-line boundary layer have been shown here to possess
a unique (scaled) dependence on the wall-normal coordinate, that of the well-known
GH mode. In most stability experiments one-dimensional profiles are (traditionally)
expected and consequently measured. Both these results may explain why the
additional modes were never reported experimentally as individual solutions in their
own right in experiments which have exclusively focused on frequency measurements
and are yet to provide even the one-dimensional (in y) structure of a linear eigenmode.
Two criteria for the experimental isolation of the three-dimensional modes may be
used. The first exists in the results of earlier work, namely that, unlike the result
on frequency, each mode possesses a growth rate which is well separated from that
of the other modes. Modes may thus be isolated by appropriate selection of the
Reynolds number and frequency parameters; the spatial form of the extended GH
model solved herein may be utilized in order to obtain the parameter values sought in
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an efficient manner. The second criterion follows from the present analysis. Alongside
measurements in the wall-normal direction, probes must be placed along the chord.
With the spatial structure of eigenvectors usually recovered experimentally by curve
fits through measurement points, the number of stations at which measurements must
be made is a function of the mode sought. Two hot wires are only sufficient for the GH
disturbance which grows linearly in x; the spatial structure of all other modes requires
a number of probes which follows from the x-dependence of the mode monitored,
as shown in model (4.1)–(4.2). Alternatively, modern experimental techniques capable
of providing information on the entire (O, x, y)-plane might become interesting in
this flow. The theoretical results provided herein are expected to provide a focus for
necessary new experimental efforts in this respect.

Finally, from a theoretical point of view, modes with identical y-dependence
and simple prescribed analytical x-dependence which have approximately equal
frequencies may be utilized to build analytical models in the framework of nonlinear
calculations. The results of one such effort, in which three-dimensional direct
numerical simulations were performed utilizing the extended GH model in order
to construct physically plausible initial conditions, are presented in an accompanying
paper (Theofilis & Obrist 2003).

This work was performed while the first author was in receipt of an Alexander von
Humboldt Research Fellowship.

Appendix. Implementation of the companion matrix approach for the spatial
linear stability eigenvalue problem

The system (4.40)–(4.41) may be recast as a spatial eigenvalue problem by the
introduction of the vector of unknowns X = (ũ2M−1, βũ2M−1, ṽ2M−2, βṽ2M−2, β

2ṽ2M−2,

β3ṽ2M−2)
T . The matrices A and B of the resulting spatial eigenproblem AX =

βBX have the following non-zero submatrices, resulting from collocation of the
equations:

A11 = D2 − V D − 2MU + iΩRe,

A13 = −U
′
,

A31 = 2(2M − 1)(UD + U
′
),

A33 = D4 − V D3 − [2(M − 1)U + V
′ − iΩRe]D2 + U

′D + (2M − 1)U
′′
,

B11 = iReW ,
B12 = I ,

B33 = iReWD2 − iReW
′′
,

B34 = 2D2 − V D − [2(M − 1)U + V
′ − iΩRe],

B35 = −iReW ,
B36 = −I ,

while the auxiliary matrices which have to be introduced are

A22 = A44 = A55 = A66 = B21 = B43 = B54 = B65 = I.

The boundary conditions ũ2M−1 = ṽ2M−2 = 0 and Dṽ2M−2 = 0 at both ends of the
integration domain complete the solution algorithm for the symmetric modes. In an
analogous manner, antisymmetric disturbances satisfying (4.42)–(4.43) may be
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obtained by introducing the vector of unknowns X = (ũ2M, βũ2M, ṽ2M−1, βṽ2M−1,

β2ṽ2M−1, β
3ṽ2M−1)

T , collocating the submatrices

A11 = D2 − V D − (2M + 1)U + iΩRe,

A13 = −U
′
,

A31 = 4M(UD + U
′
),

A33 = D4 − V D3 − [(2M − 1)U + V
′ − iΩRe]D2 + U

′D + 2MU
′′
,

B11 = iReW ,
B12 = I ,

B33 = iReWD2 − iReW
′′
,

B34 = 2D2 − V D − [(2M − 1)U + V
′ − iΩRe],

B35 = −iReW ,
B36 = −I ,

and

A22 = A44 = A55 = A66 = B21 = B43 = B54 = B65 = I,

and solving the resulting eigenproblem subject to the boundary conditions ũ2M =
ṽ2M−1 = 0 and Dṽ2M−1 = 0 at the wall, y = 0, and the location where the y-integration
domain is truncated, y = y∞.
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